
 

 
1 Assoc. Prof., PhD, Bursa Uludag University, Faculty of Economics and Administrative Sciences, Department of Econometrics, 

Bursa, Türkiye, selimtuzunturk@uludag.edu.tr 
 

Cite this article as:  Tüzüntürk, S. (2024). Forecasting drinking water sales values with artificial neural networks: A comparative analysis with ARIMA 
and Winters’ methods. Business and Economics Research Journal, 15(4), 371-388. http://dx.doi.org/10.20409/berj.2024.450 

Copyright: © 2024 by the author(s). This is an open access article distributed under the terms and conditions of the Creative Commons Attribution 
4.0 (CC BY-NC) International License. 

 

 

 

 

  

 

 

 

 

Forecasting Drinking Water Sales Values with Artificial 

Neural Networks: A Comparative Analysis with ARIMA and 

Winters’ Methods 
 

Selim Tüzüntürk1  

 
Abstract: This study aimed to forecast drinking water sales accurately for a water 
company dealer using the artificial neural networks method. The data used in this study 
is the total monthly sales number of dispenser-size water bottles of a water company's 
dealer in Bursa. The data consists of 85 months, from May 2017 to May 2024. In this 
context, an artificial neural network model was developed, and the estimations' 
performance was quite good. The histogram of estimation errors and normality tests 
showed a normal distribution. The findings show that the network can generalize. 
Besides this, visualizing the actual and estimated values showed that they follow the 
same patterns. As a result, it was concluded that monthly sales can be forecasted with 
the model developed using the threshold values and weights obtained from the trained 
network. Long-term forecasts were made and interpreted for the water company dealer 
using the developed model. Finally, the proposed artificial neural network was validated 
by comparing it with the average absolute percentage error values of alternative 
models, seasonal autoregressive integrated moving average, and seasonal exponential 
smoothing models. 
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 1. Introduction 

 Companies can prepare themselves for the environment where competition and rapid change come 
to the fore by planning (Lancaster & Lomas, 1985: 5-14). Sales planning strategy plays a decisive role as it can 
result in improved customer service, reduced lost sales and product returns, and more efficient production 
planning (Fries & Ludwig, 2024: 253). Sales forecasting is one of the most essential areas to successful 
business plans and executions (Wu et al., 2023: 630). While sales refer to the amount of products sold within 
a certain period (Longman Dictionary, 2003: 1451), sales forecasting estimates the amount of future sales 
based on past sales data. It should be noted that sales forecasts have an essential and valuable place in 
various companies' operations. Sales are forecasted because strategies and size inventories are planned in 
companies (Carlberg, 2016: 24-25). Inventory planning, logistics planning, production scheduling, cash flow 
planning, staffing levels, and purchasing decisions depend on forecasts (Goodwin, 2018: 2). 

Companies generally make sales plans using mathematical forecasting models that project demand 
(or sales) quantities of products into the future (Fries & Ludwig, 2024: 254). Various forecasting methods, 
including subjective methods, time series methods, and causal methods, exist in the related literature 
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(Amariei et al., 2022: 16). In addition to these standard methods, there are also new forecast methods based 
on machine learning (ML) for users' needs. Of these methods, the subjective method is a judgmental 
technique based on an individual's intuitive guess. Subjective methods include the consumer survey method, 
panels of expert opinion, the Delphi method, morphological analysis, etc. The study of sales forecasts based 
on consumer reviews done by Zhang and Qiu (2021) is one of the recent examples of subjective studies. 
Methods other than the subjective method are methods in which numerical calculations are made using past 
data. Time series methods include popular models such as autoregressive (AR), moving averages (MA), 
autoregressive moving averages (ARMA), autoregressive integrated moving averages (ARIMA) models, and 
so on. Time series are a family of techniques that use time as a proxy variable to represent the underlying 
independent variables, which may not be easily obtained (Lancaster & Lomas, 1985: 102). Causal methods 
are a family of techniques that include correlation analysis, regression analysis, simulation, Bayesian decision 
analysis, decision trees, and diffusion models. Here, the correlation analysis is used to select the independent 
variable (or predictor variables) to be used in regression analysis (Carlberg, 2016: 68). Unlike time series, the 
assumption is that there is a discernible relationship between the forecasted dependent variable and a 
measurable independent variable in regression analysis (Lancaster & Lomas, 1985: 104). ML means using 
machines (computers and software) to gain meaning from data (Paluszek & Thomas, 2024: 1). ML methods 
in the area of forecasting include algorithms such as linear regression, logistic regression, decision tree 
regression, random forest method, k-nearest neighbor regression support vector machine and artificial 
neural networks (ANNs).  

 Some sales forecasting studies in the forecasting literature related to time series methods, causal 
methods, and ML methods are: Ayyıldız and Özkan (2011) made pharmaceutical sales forecasts using the 
multiple regression method, Sofyalıoğlu and Öztürk (2013) forecasted a cement company’s sales values with 
fuzzy time series models, Babacan (2015) forecasted the total sales of an enterprise with moving averages, 
Merino and Ramirez-Nafarrte (2016) estimated retail sales with simulation, Özçalıcı (2017) forecasted stock 
prices with ANNs, Önen and Karabulut (2018) estimated airplane flight catering sales with regression models, 
Ecemiş (2018) forecasted sales in stainless steel sector with decision trees, Bandara et al. (2019) examined 
sales demand forecast in e-commerce with long short-term memory (LSTM) neural network, Pekkaya and 
Uysal (2020) estimated iron-steel sales with regression models, Lian et al. (2021) forecasted fuel sales with 
Bayesian methods, Sun et al. (2022) examined cigarette sales forecast with ANNs, Wu et al. (2023) studied 
avocado sales forecast with regression analysis, Yüksel (2023) forecasted sales data of a retail company with 
ARIMA and multiple linear regression method, Fries and Ludwig (2024) examined bakery sales forecast with 
ML methods, Setiyawan et al. (2024) studied the volume of aviation fuel forecast with ARIMA, and Sinap 
(2024) made Black Friday sales forecasts in the retail sector with the regression algorithm, one of the machine 
learning algorithms.  

 On the other hand, scientific discussions in the literature on estimating future values show that ANNs 
outperform time series, causal, and other ML methods. In this sense, many authors expressed this fact in 
different ways. For instance, Walczak and Cerpa (2001) stated that several results have shown that ANNs 
outperform traditional statistical techniques (e.g., linear regression or logistic regression) and other standard 
ML techniques for a large class of problem types. Singh and Challa (2016) stated that instead of time series 
techniques, researchers prefer to adopt ANN and adaptive neuro-fuzzy inference system (ANFIS), which is a 
kind of ANN. Lian et al. (2021) stated that AR and ARIMA models generally fail to predict the evolution of 
nonlinear processes accurately. Hasheminejad et al. (2022) stated that when addressing the issue of sales 
forecasting, time series and multivariate regression methods generally do not work when the market is 
constantly fluctuating. Soltaninejad et al. (2024) stated that time series and regression models often fail to 
capture the nonlinear relationships inherent in sales data.  

 Some example results showing that ANNs outperform other forecast models in the literature are as 
follows: Yücesan (2018) compared the accuracy of ARIMA, autoregressive integrated moving average with 
exogenous inputs (ARIMAX) model, and ANNs model in the sales forecasting in the white goods sector and 
concluded that the ANNs model outperforms ARIMA and ARIMAX models. Sönmez and Zengin (2019) 
compared the accuracy of the regression model and ANNs model in demand forecasting in food and beverage 
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companies. They concluded that the ANNs model outperforms the regression model. Yurtsever (2022) 
compared the accuracy of the LSTM neural network model with a multivariate time series model in 
forecasting automobile sales and concluded that the LSTM neural network model outperforms the 
multivariate time series model. Han et al. (2022) compared the accuracy of Holt Winters’ model and ANNs 
model in forecasting automobile sales and concluded that the ANNs model outperforms Holt Winters’ model. 
Hasheminejad et al. (2022) compared the accuracy of ANFIS, ANNs, and ARIMA models and concluded that 
the ANFIS model performs better. Eşidir et al. (2022) compared the accuracy of the ARIMA model and the 
ANNs model in forecasting automobile sales and concluded that the ANNs model outperforms the ARIMA 
model. Soltaninejad et al. (2024) compared the accuracy of ARMA, multivariate regression, and ANN models 
and concluded that the ANN model performs better.  

 Considering the explanations above regarding the importance of sales forecasting and the valuable 
place of ANNs in the forecasting literature, research on sales forecasting in drinking water was conducted in 
this study. This study aimed to estimate and forecast drinking water sales accurately for a water company 
dealer in the Bursa province in Türkiye using the artificial neural networks method. The estimates were 
checked against the actual results. Validation was made by comparing ANN with SARIMA and Winters 
models.  

 In the literature review, it was observed that sales forecasting made in different subjects such as 
automobile sales by Karaatlı et al. (2012), four different products sales of a company by Ataseven (2013), 
sales revenue by Penpece and Elma (2014), domestic car by Akyurt (2015), furniture sales by Hazır et al. 
(2016), dispenser size water sales by Tüzüntürk et al. (2016), automobile sales by Topal (2019), vehicle sales 
by Yılmaz et al. (2020), housing sales by Selçi (2021), tractor sales by Civelek (2021), cement sales by 
Tüzüntürk and Eteman (2023), and vented combi device sales amounts by Yakıt and Özkan (2024). It has been 
seen in the literature that very few studies have been conducted on water sales. Only one study was found 
on this subject. The small number of studies in the field indicates a gap, and the study's primary contribution 
is to fill this gap in the literature. This study's secondary contribution is presenting an ANN's research design 
to different sides of the industry by developing a drinking water model and implementing ANN-based sales 
forecasting. The third contribution is that the results of this study support the studies stated above, providing 
evidence that ANN gives better results than traditional time series methods in the stated scientific 
discussions. The fourth contribution is comparing the performances of different scientific approaches with 
ANN. 

 The rest of the paper is organized as follows: ANNs are theoretically explained in the second section. 
The data and model design are given in section three. The fourth section includes the findings. Section five 
covers the validation of the ANN model. The last section covers the conclusion. 

 2. Artificial Neural Networks 

 While ML is a subfield of artificial intelligence (AI) (Chopra & Khurana, 2023: 15; Kononenko & Kukar, 
2007: 1), deep learning (DL) is a subfield of ML (Deng & Yu, 2014). AI is a field focused on automating 
intellectual tasks usually performed by humans. ML includes many methods, including DL and ANNs, for 
achieving this goal (Choi et al., 2020: 1). In this context, it can be said that ANN is an ML algorithm (Choi et 
al., 2020: 7). The umbrella of selected data science techniques is shown in Figure 1. 
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Figure 1. Umbrella of Select Data Science Techniques 

 

Source: Choi et al. (2020). 

 

ANNs are machines designed to perform specific tasks by imitating the human brain (Lopez et al., 
2022: 381). An ANN's basic computational entities are neurons that can take real values within the interval 

-1, 1 (or 0, 1) (Peterson & Rögnvaldsson, 1992: 115). The basic architecture of ANNS consists of three 
types of neuron layers: input, hidden, and output layers (Abraham, 2005: 902).  

Figure 2 shows the working principle of an artificial neuron. At the entrance of the artificial neuron, 
the inputs are weighted, which means that every input variable is multiplied by individual weight. Then, all 
weighted inputs and biases are summed, and they pass through the activation function (or transfer function). 
In most cases, one of the functions from the step function, linear function, or non-linear (sigmod) function is 
chosen (Krenker et al., 2011: 5). 

Figure 2. Working Principle of an Artificial Neuron 

 

Source: Krenker et al. (2011: 3). 

 



 

375 Business and Economics Research Journal, 15(4):371-388, 2024 

S. Tüzüntürk 

There are two different kinds of architectures in NN modeling: feed-forward and feedback (Peterson 
& Rögnvaldsson, 1992: 116). Figure 3 shows the architecture (topology or graph) types of ANNs. 

Figure 3. Architecture (Topology or Graph) Types of ANNs 

 

Source: Krenker et al. (2011: 6). 

 

The feed-forward network is illustrated on the left side, and the feedback is on the right side of Figure 
3. While in feed-forward networks, information flow is from input to output units in only one direction; 
feedback networks have feedback connections that enable information flows in both directions (Abraham, 
2005: 902).  

ANNs compute through a learning process (Haykin, 2008: 2). ANNs generally learn from experience 
rather than being explicitly programmed with rules like in conventional AI (Peterson & Rögnvaldsson, 1992: 
114). The learning processes can be categorized into two main categories. These are learning with and 
without a teacher (Haykin, 2008: 34). In the first category, teachers know the environment. In the second 
category, there are two subcategories. These are reinforcement and unsupervised learning. In reinforcement 
learning, learning is achieved through interaction with the environment. In unsupervised learning, no teacher 
exists. The primary learning tasks for supervised learning are classification, regression, and forecasting. The 
primary learning tasks for unsupervised learning are clustering, dimension reduction, and association. The 
main task for reinforcement learning is decision-making. 

3. Data and Model Design 

The data used in this study is the total monthly sales number of dispenser-size water bottles of a 
water company's dealer in the Bursa province in Türkiye. The data consists of 85 months, from May 2017 to 
May 2024. 80% of the data was used in training the network and 20% in testing the network. The data was 
standardized between -1 and +1, and the reverse standardization process was applied before using the 
estimated data obtained from the network. The application was implemented in the MATLAB (Matrix 
Laboratory) environment using the MATLAB R2021a programming language. The results obtained were 
visualized in the Excel program. 

The appearance of the data over time is drawn with a graph, and the graph is examined first. Figure 
4 shows the time series plot of sales data. 

The total monthly sales number of dispenser-size water bottles is shown on the vertical axis, and the 
months are displayed on the horizontal axis in Figure 4.  

When the sales graph in Figure 4 is examined, it is seen that sales increase in the summer months 
and decrease in the winter months. This indicates that there is a monthly seasonal fluctuation in the data set. 
Again, when the graph is examined, although there is no regular increase or decrease (trend) in sales, there 
is a variability in annual sales averages. This indicates that there is a yearly seasonal fluctuation in the data 
set. It is seen that sales change monthly, and more sales are made, especially in the summer months, while 
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sales are at a minimum level in the winter months. Therefore, the month dummy variable (𝑀𝑡𝑖) can be 
included in the model to capture these seasonal fluctuations by the network. 

Figure 4. Time Series Plot of Sales Data 

 

 

On the other hand, it is understood from the data set that there are fluctuations in the company's 
customer portfolio on an annual basis. The model can also include the year dummy variable (𝑌𝑡𝑖) to capture 
these annual fluctuations by the network. According to the examinations and gathered information from 
Figure 5, actual sales can be written as a function of month and year variables, and a model can be established 
as follows: 𝑆𝑡 = 𝑓(𝑀𝑡𝑖,  𝑌𝑡𝑖). 𝑀𝑡𝑖 is a dummy variable for month 𝑖 at time 𝑡 (𝑖 = 1,2,3, … ,12). And, 𝑌𝑡𝑖 is a 
dummy variable for year 𝑖 at time 𝑡 (𝑖 = 1,2,3, … ,8). Figure 6 shows the network architecture for the current 
study. 

Figure 5. Network Architecture (Topology or Structure) 

 

 

The network in Figure 5 consists of 3 layers: input, hidden, and output. According to the working 
principle of artificial neural networks, there are artificial neurons in the input layer as many as the number 
of independent variables in the designed model. Since the designed model has two independent variables, 
this layer has two artificial neurons. These cells are responsible for transferring the observation values of the 
independent variables to the cells in the hidden layer by multiplying them with the relevant weights. The 
number of cells to be used in the hidden layer varies depending on the designer and the content of the 
problem. Although there is no definitive method for determining the optimal value of cells in the hidden 
layer, the number of cells is generally decided by trial and error. Using insufficient cells may cause the hidden 
patterns in the data not to be captured, and using more cells than necessary may cause the network to 
memorize the data and lose its ability to generalize. Therefore, data separation for testing is essential in 
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practice. The current study decided to have 15 cells in this layer by trial and error. In the output layer, cells 
are used as many as the number of predicted variables, again due to the working principle of artificial neural 
networks. In the current study, one cell was used because only sales figures were estimated. 

The summation function was used as the combining function. The hyperbolic tangent sigmoid 
(tensing) function was used in the hidden layer, and the linear (purely) function was used in the output layer. 
The network has 16 threshold values (bias), including 15 cells in the hidden layer and one cell in the output 
layer. There is a 2x15 size weight matrix in which the data transferred from the two artificial neurons in the 
input layer to each of the 15 cells in the hidden layer are multiplied, and a 15x1 size weight matrix. During 
the training phase of the network, these threshold values and weights are systematically changed and fixed 
at the point where the estimation errors are minimal. 

4. Findings 

In ANN, training the network consists of determining the weights and threshold values to minimize 
the error in the estimations obtained. Although there are many training algorithms in the literature, the 
Bayesian regularization backpropagation algorithm was used in the current study. Here, the weights and 
threshold values in the network are updated to increase the performance of the estimations according to 
Levenberg-Marquardt's optimization. Mean square error (MSE) was used to measure estimation 
performance. In this algorithm, training stops based on adaptive weight minimization. Therefore, unlike other 
backpropagation algorithms, in this learning algorithm, the data set is divided into two parts, training and 
testing, instead of being divided into three parts: training-validation-testing. The data set allocated for testing 
is not introduced to the network during training. The network is run by introducing test data to the trained 
network. The performance value obtained with test data is essential for the network designer as it shows 
whether the network does not memorize the training data and can generalize. In practice, 80% of the data is 
randomly allocated for training the network and 20% for testing the trained network. It is desired that the 
performances of the estimations obtained with the data allocated for training and testing are close to each 
other. Otherwise, the network: It is understood that he memorized the data set in the training set but could 
not generalize. The threshold values and weights determined in the trained network are given in Table 1 and 
Table 2, respectively.  

Table 1. Threshold Values  

Number of 
Neurons 

Biases 

Hidden Layer Output Layer 

1 0.230183369630119 0.213010170150065 

2 -0.705105136979617 
 

3 1.064152194377780 
 

4 -1.442552844585920 
 

5 -0.043633427492776 
 

6 -0.577119016534988 
 

7 0.379386773021642 
 

8 0.043633427492780 
 

9 0.043633427492776 
 

10 0.320610004412630 
 

11 -0.666889283323622 
 

12 0.043633427492775 
 

13 0.043633427492775 
 

14 -1.060661902428450 
 

15 0.043633427492774  

 

Sales can be forecasted as far into the future as desired using the threshold values above and the 
weights below. 
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Table 2. The Input and Layer Weights 

Input Weights Layer Weights 

Number of Neurons 𝑀𝑖𝑡 𝑌𝑖𝑡  

1 1.877098535043440 0.075712852950394 -1.952480085627230 

2 -0.457580950433186 2.364331958352460 -2.063991918527810 

3 -0.308651618990065 -1.136783367370740 -1.451066491638290 

4 1.375350487992050 -1.466427756936280 -0.905302557663977 

5 -0.337018211873942 0.120275189800491 -0.482498853660896 

6 1.380773844214220 1.536008294011160 -0.853930945607393 

7 0.210582538840764 -3.745917727352300 -1.322014543475600 

8 0.337018211873944 -0.120275189800489 0.482498853660902 

9 0.337018211873942 -0.120275189800490 0.482498853660901 

10 -0.323447200195947 0.461794148317008 -0.700458326621897 

11 -3.924656867450720 -0.395908181402316 -1.645856987719070 

12 0.337018211873943 -0.120275189800490 0.482498853660901 

13 0.337018211873944 -0.120275189800492 0.482498853660905 

14 -1.110006779957150 1.360441048357170 1.081685237914590 

15 0.337018211873944 -0.120275189800490 0.482498853660910 

 

The estimation errors obtained from the training are shown in Figure 6. As can be seen in the figure, 
the errors are randomly distributed around zero. 

Figure 6. The Estimation Errors  

 

 

To assume that the network can generalize, it is desired that the errors are normally distributed. The 
histogram of errors is given in Figure 7.  

Figure 7. The Histogram of Errors 

 

 

In Figure 7, the errors in the estimates obtained appear to be by the normal distribution. In addition 
to this, normality tests (KS, AD, RJ, and SW) were also performed in Minitab 17, and the same result was 

achieved (p-values ≥ =0.05).  
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The difference between observation and estimation values needs to be examined to evaluate the 
performance of estimates. Although it is necessary to use the MSE measure for the training algorithm to work 
during the network training, it isn't easy to interpret because it is squared values. Therefore, to compare the 
performance of training and test data sets, the table containing the mean absolute error (MAE) and mean 
percentage error (MPE) values are given below in Table 3. 

Table 3. Performances of Estimations for Training and Test Data Sets 

 Train Test All 

MSE 218.673 150.954 206.722 
MAE 358 292 346 
MPE 0.037066941 0.032995913 0.03634852 

 

According to the MAE values, the estimations deviate from the observation values by an average of 
358 units for the training data set and an average of 292 units for the test data set. According to MPE values, 
the estimations deviate from the observation values by an average of 3.7% for the training data set and 3.3% 
on average for the test data set. Although these figures show that more successful results were obtained in 
the test data set compared to the training data set, the estimation performances are the same. This indicates 
that the network has generalization ability. 

By using the threshold values and weights obtained from the trained network, monthly sales amounts 
were forecasted until December 2026. The total monthly sales number of dispenser-size water bottles 
forecasted values are given in Table 4.  

Table 4. Sales Forecasts 

N
O 

DATE 
FORECA

ST 
NO DATE 

FORECAS
T 

NO DATE 
FORECA

ST 

1 Jun-24 7.380 11 Apr-25 5.957 21 Feb-26 6.894 
2 Jul-24 9.337 12 May-25 5.924 22 Mar-26 6.194 
3 Aug-24 11.455 13 Jun-25 6.768 23 Apr-26 5.832 
4 Sep-24 11.557 14 Jul-25 9.002 24 May-26 5.932 
5 Oct-24 10.274 15 Aug-25 11.744 25 Jun-26 6.812 
6 Nov-24 9.272 16 Sep-25 12.562 26 Jul-26 9.053 
7 Dec-24 9.133 17 Oct-25 11.567 27 Aug-26 12.080 
8 Jan-25 8.256 18 Nov-25 10.419 28 Sep-26 13.416 
9 Feb-25 7.333 19 Dec-25 9.967 29 Oct-26 12.714 
10 Mar-25 6.501 20 Jan-26 7.821 30 Nov-26 11.507 

      31 Dec-26 10.838 

 

The total monthly sales number of dispenser-size water bottles actual, estimated, and forecasted 
values are given in Figure 8. Here, the total monthly sales number of dispenser-size water bottles is shown 
on the vertical axis, and the months are displayed on the horizontal axis. 

Visualizing the actual and estimated values showed that they follow the same sales patterns, which 
implies that the estimations are pretty good. When we look at the forecasts for the next 31 months, it is 
observed that sales vary between 6000 and 12000 dispenser-size water bottles, and there is seasonal 
fluctuation. Although there is a positive trend in the forecast period, it should be noted that the company 
could not increase its sales compared to the actual data period. Still, it would be better to increase its sales 
to compete. 
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Figure 8. Actual, Estimated and Forecasted Values Plot 

 

 

Visualizing the actual and estimated values showed that they follow the same sales patterns, which 
implies that the estimations are pretty good. When we look at the forecasts for the next 31 months, it is 
observed that sales vary between 6000 and 12000 dispenser-size water bottles, and there is seasonal 
fluctuation. Although there is a positive trend in the forecast period, it should be noted that the company 
could not increase its sales compared to the actual data period. Still, it would be better to increase its sales 
to compete. 

5. Validation of the ANN Forecasting Model 

The literature shows that the ANN, ARIMA, and Winters models are generally compared to validate 
the most appropriate model. Akıncılar et al. (2011), Irmak et al. (2012), Çuhadar (2013), Benli and Yıldız 
(2014), Karahan (2015), Ertuğrul and Bekin (2016), Oruç and Eroğlu (2017), Demir et al. (2018), Çuhadar et 
al. (2019), Özkan et al. (2020), Çuhadar (2020a), Çuhadar (2020b), Nebati et al. (2021), Han et al. (2022), Eşidir 
et al. (2022), Yüksel (2023), and Ölçenoğlu and Borat (2023) are some of the recent related sample studies.  

 Since the monthly sales data of dispenser-sized water bottles contain seasonality, comparing the 
seasonal exponential smoothing (Winters) model and the ARIMA model with ANN would be appropriate. 

 5.1. Winters’ Triple Exponential Smoothing 

 In this method, the time series is asserted to have level, trend, and seasonal components. Winters 
proposes two models that include these components: additive and multiplicative. These are (1) the additive 
seasonality model and (2) the multiplicative seasonality model (Akgül, 2003a: 135). The additive model is: 

𝐿𝑡 = 𝛼(𝑌𝑡 − 𝑆𝑡−𝑝) + (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1)  (1) 

𝑇𝑡 = 𝛾(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛾)𝑇𝑡−1 (2) 

𝑆𝑡 = 𝛿(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛿)𝑆𝑡−𝑝 (3) 

Where 𝛼 is the weight for the level, 𝛾 is the weight for the trend, and 𝛿 is the weight for the seasonal 
component. These three smoothing constants range between 0 and 1. The parameters 𝛼, 𝛾, and 𝛿 can be 
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chosen to minimize MAPE (Makridakis et al., 1997: 169). Here, 𝐿𝑡 is the level at time 𝑡, 𝑇𝑡 is the trend at time 
𝑡, and 𝑆𝑡 is the seasonal component at time 𝑡. And 𝑌𝑡 is the data value at time 𝑡 and 𝑝 is the seasonal period. 
The fitted values are estimated with the following equation: 

𝑌�̂� =  𝐿𝑡−1 + 𝑇𝑡−1 + 𝑆𝑡−𝑝   (4) 

The multiplicative model is: 

𝐿𝑡 = 𝛼(𝑌𝑡/𝑆𝑡−𝑝) + (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1) (5) 

𝑇𝑡 = 𝛾(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛾)𝑇𝑡−1 (6) 

𝑆𝑡 = 𝛿(𝑌𝑡/𝐿𝑡) + (1 − 𝛿)𝑆𝑡−𝑝   (7) 

The fitted values are estimated with the following equation: 

𝑌�̂� = (𝐿𝑡−1 + 𝑇𝑡−1)𝑆𝑡−𝑝    (8) 

The seasonal period (𝑝) is taken as 12 for the monthly data (Akgül, 2003a: 138). So, for both additive 
and multiplicative estimations, the seasonal length was taken as 12 in this study. The smoothing constants 
(weights) were determined by selecting the model that best fits among the alternatives according to mean 
squared deviation (MSD), mean absolute deviation MAD, and MAPE statistics. For additive and multiplicative 
estimations, the following weights were used: For level is 0.2, for trend is 0.2, and for seasonal is 0.2. All 
Winters’ model estimations were performed in MINITAB 17. Table 5 shows the accuracy comparisons of 
Winters’ models.  

Table 5. Accuracy Comparisons of Winters’ Models 

 

 

 

 

Because two of the three accuracy measures (MAPE and MAD) for the multiplicative seasonal model 
are less than the additive model, the multiplicative model outperforms the additive model. According to 
these measures, the multiplicative model fits the data better.  

5.2. ARIMA 

ARIMA models are applied to time series analysis and forecasting (Makridakis et al., 1997: 312). An 
ARIMA model is an algebraic statement showing how a time series variable relates to its past values 
(Pankratz, 1983: 16). The ARIMA (p, d, q) model's basic processes include the auto-regressive, integrated, 
and moving average processes (Yaffee & McGee, 2000: 108). p is the order of the autoregressive (AR) process, 
and q is the moving average (MA) order (Brockwell & Davis, 2002: 84). And, d is the order of integration (I).  

To develop a suitable estimation form in ARIMA models, an attempt is made to find a appropriate 
model suitable for the time series at hand, or in other words, a model that will be compatible with the time 
series data (Akgül, 2003b: 3). The stages of this iterative approach are summarized with the Figure 9: 

 

 

 

Alternative Forecasting Models MAPE Statistics (%) MAD MSD 

Winters Multiplicative Seasonal 5.949 570 618126 

Winters Additive Seasonal 6.054 577 606004 
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Figure 9. Stages of the Box-Jenkins Iterative Approach 

 

 

 

 

 

 

 

 

 

 

Source: Pankratz (1983: 17). 

 

ARIMA models are suitable for non-stationary series, and there are also models suitable for stationary 
series, such as moving averages (MA), autoregressive (AR), and autoregressive moving averages (ARMA) 
models (Akgül, 2003b: 4). ARIMA (p, 0, 0) process means a purely AR(p) stationary process and ARIMA (0, 0, 
p) process means a purely MA(q) stationary process (Gujarati, 2003: 840). If a time series order of integration 
is 1 which is shown as I(1) then this means the first difference of the time series is stationary. So, we have to 
difference a time series d times to make it stationary. The concept of stationarity refers to the situation where 
there is no systematic change in the mean and variance of the time series (Akgül, 2003b: 5). Augmented 
Dickey-Fuller (ADF) and Phillips Perron tests are the formal unit root tests that are generally used in the 
determination of whether the time series is stationary or nonstationary. 

An autoregressive model of order p, that is, ARIMA (p, 0, 0) can be written as follows: 

𝑦𝑡 = 𝑐 + 
1

𝑦𝑡−1 + 
2

𝑦𝑡−2 + ⋯ + 
𝑝

𝑦𝑡−𝑝 + 𝜀𝑡 (9) 

Here, 𝑦𝑡 depends on 𝑦𝑡−1, 𝑦𝑡−2…..𝑦𝑡−𝑝 and the value of the auto regressive coefficients  ‘s . 

A moving average model of order q, that is ARIMA (0, 0, q) can be written as follows:   

𝑦𝑡 = 𝑐 + 𝜀𝑡 + 𝜃1𝑡−1 + 𝜃2𝑡−2 + ⋯ + 𝜃𝑞𝑡−𝑞   (10) 

Here, 𝑦𝑡 depends on the error term 𝜀𝑡 and the previous error terms, with coefficients 𝜃‘s. 

An ARMA model of first order, that is ARIMA (p, 0, q) can be written as follows: 

𝑦𝑡 = 𝑐 + 
1

𝑦𝑡−1 + 
2

𝑦𝑡−2 + ⋯ + 
𝑝

𝑦𝑡−𝑝 + 𝜀𝑡 − 𝜃1𝑡−1 − 𝜃2𝑡−2 − ⋯ − 𝜃𝑞𝑡−𝑞 (11) 

Akaike’s information criteria (AIC) is useful for determining the order of an ARIMA model. 

In addition to the above ARIMA models, seasonality can also be captured by adding seasonal terms 
in the ARIMA models. This type of models is called seasonal ARIMA or seasonal autoregressive integrated 
moving average (SARIMA) models. The ARIMA notation can be extended to handle seasonal aspects with the 
following form (Makridakis et al., 1997: 346): ARIMA (p, d, q) (P, D, Q)s. Here, (p, d, q) is the non-seasonal 
part of the model and (P, D, Q)s is the seasonal part of the model. The stages (choosing models, estimating 
parameters, checking models and forecast stages in Figure 9) applied for non-seasonal models are also 
applied for seasonal models (Akgül, 2003b: 201). 

Choose one or more ARIMA models 
as candidates 

Estimate the parameters of the 
model(s) chosen at Stage 1 

Check the candidate model(s) for 
adequacy 

Is the model  
satisfactory? Forecast 
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Unit root tests should first be performed for sales time series data before running ARIMA models. 
Unit root tests were performed in Eviews 12. Table 6 shows the results of the ADF and PP (Phillips-Perron) 
unit root tests. 

Table 6. ADF and PP Unit Root Tests’ Results 

 

 

 

 

 

 

 

 

 

 

All test results for all three situations ((i) intercept, (ii) trend and intercept, and (iii) none) show that 

the null hypothesis is not rejected at level (p-value ≥  =0.05), which means that the sales data has a unit 
root (or non-stationary). But, when the first difference of the sales data is taken, the null hypothesis is 

rejected (p-value  =0.05), which means that the sales data are stationary.  ARIMA or its extension, SARIMA, 
is employed in such a situation. Since the existing data on drinking water sales includes seasonality, the 
SARIMA model was thought to be meaningful and the model shown in Table 7 was finally obtained among 
the alternative models. SARIMA model estimations were performed in MINITAB 17. Table 7 below shows the 
SARIMA model estimation results. 

Table 7. SARIMA (1, 0, 0) (0, 1, 1)12 Model Estimation Results 

 

 

 

 

 

 

Here, the difference equals one (D=1), and the seasonality is twelve (S=12). Because the constant 
term is not significant, it was omitted from the equation. The p-values show that all the coefficients are 

statistically significant (p-value   =0.05).  

5.3. Comparisons of Models with MAPE  

The mean absolute percentage error (MAPE) statistic is usually used in this comparison. The MAPE is 
a useful indicator that gives relative information (Makridakis et al., 1997: 173). It is calculated with the 
following formula (Akgül, 2003a: 151): 

   t Statistics p-value 

ADF 

Intercept Level   -2.7235 0.0743 
 1st Difference -10.7557 0.0001 
Trend + Intercept Level   -2.7255 0.2293 
 1st Difference -10.8021 0.0000 
None Level   -0.6776 0.4206 
 1st Difference -10.8099 0.0000 

PP 

Intercept Level   -2.7235 0.0743 
 1st Difference -11.3508 0.0001 
Trend + Intercept Level   -2.7255 0.2293 
 1st Difference -11.8043 0.0000 
None Level   -0.6649 0.4262 
 1st Difference -11.3942 0.0000 

 Coefficients t Statistics p-value 

AR (1) 0.8767   12.58 0.0000 
SMA (1) 0.7759     5.96 0.0000 
Original Series 85   
After differencing 77   
Sum Square (SS) 40992126   
Mean Square (MS) 577354   -0.6776 0.4206 
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𝑀𝐴𝑃𝐸 =
∑

|𝑦𝑡 − 𝑦�̂�|
𝑦𝑡

  𝑛
𝑡=1

𝑛
× 100 

(12) 

Where 𝑦𝑡 is the actual value at time 𝑡, 𝑦�̂� is the estimated value at time 𝑡, and 𝑛 is the number of estimated 
periods. Among the MAPE values to be calculated for alternative models, the model with the lower value is 
selected as the most suitable model. 

The estimated values and residuals were obtained with MINITAB for the SARMA and Winters’ models 
to calculate the MAPE values. Then, the MAPE statistics were computed using EXCEL for all alternative 
models. Table 7 shows these statistics.  

Table 7. Accuracy Comparisons of Forecasting Models 

 

 

 

 

According to the MAPE values in Table 7, the lower value is 3.634, which indicates that the most 
suitable forecasting model is the ANN model. 

6. Conclusion 

Due to future uncertainties in the economic and business world, estimations to determine the future 
behavior of the series are extremely important (Akgül, 2003: xii). Forecasting plays a crucial role in business, 
industry, government, and institutional planning because many important decisions depend on the 
anticipated future values of certain variables (Pankratz, 1983: 3). Especially sales forecasts are essential for 
companies in the scope of this study. Businesses benefit from sales forecasts when taking action in many 
aspects, such as inventory, logistics, production, cash flow planning, personnel, and purchasing decisions. In 
addition, much literature proves that ANNs perform better than other forecasting techniques, such as time 
series, causal, and other ML methods. Combining these two valuable pieces of information, this study 
investigated sales forecasting in drinking water for a water company dealer in Bursa using ANNs. The data 
used in this study is the total monthly sales number of dispenser-size water bottles of a water company's 
dealer in Bursa. The data consists of 85 months, from May 2017 to May 2024. The usual approach is to draw 
the time series plot data to detect whether the data follow a stationary, trend, or seasonality pattern and 
then use this information to develop the model. Monthly and yearly seasonal fluctuations were detected 
visually, and according to this information gathered, the ANN model was developed. With the application of 
some procedures, the network model that consists of 3 layers (input, hidden, and output) was designed with 
the following characteristics: (i) The input layer has two artificial neurons, (ii) the hidden layer has 15 cells, 
and one cell was used for the output layer. Then, the ANN model was developed according to these structures 
and the network architecture. Network training was performed, and the estimations performed quite well. 
The histogram of estimation errors and normality tests (KS, AD, RJ, and SW) showed a normal distribution. 
The findings of this ANN analysis suggest that the network can be generalized. Besides this, visualizing the 
actual and estimated values showed that they follow the same patterns. In conclusion, monthly sales can be 
forecasted using the model developed using threshold values and weights obtained from the trained 
network. Besides the above analysis, the proposed ANN model was validated by comparing it with the 
estimated alternative models (SARIMA and Winters models) using MAPE statistics. In this comparison, the 
ANN model provided a slightly better fit than SARIMA and Winters’ models. 

The following managerial inferences can be made for the dealer company: The company's dealer can 
use future forecasts for stock planning and making plans, such as the number of employees and the number 
of water distribution vehicles. Depending on Lancaster and Lomas’s (1985) statements, short-term forecasts 

Alternative Forecasting Models MAPE Statistics (%) 

ANN 3.634 
SARIMA (1,0,0) (0,1,1)12 5.787 
Winters Multiplicative Seasonal 5.949 
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will be helpful in production planning and control, cash requirements, and seasonal fluctuations. The 
medium-term forecasts will help achieve the expected sales, money spent on selling efforts, and capital 
requirements. The long-term forecasts will be helpful for financial planning requirements, plant expansion, 
and management succession. With the help of the current study's 31-month forecasts, the dealer company 
may benefit from the opportunities provided by all three forecast periods. On the other hand, the long-term 
forecast values and the graph showed that dealer sales vary between 6000 and 12000 dispenser-size water 
bottles, and there are still seasonal fluctuations. Although there was a positive trend during the forecast 
period, it was observed that there was no increase in sales when the dealer's estimated sales were compared 
with the current data period. The suggestion for the company’s dealer is to benefit from the forecasted values 
and increase sales to compete in the market with competitors for the latter market actions.  

The study is limited to the water company and only covers one dealer. In the future, it can be done 
for the water company's total sales, including all its dealers. In addition, being a case study for other 
companies in the water sector may encourage companies to make sales forecasts and plans using scientific 
methods. In addition, another product can be determined in the future, and its sales forecast can be made 
using the specified methods. 
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